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Scheduling, Scalability and Energy

e Energy becomes a major design constraint
e Dynamic Instruction scheduling in hardware consumes a
large part of the energy budget
e Statically scheduled processors are an energy-efficient
alternative to dynamically scheduled processors
e VLIW processors are high-performance statically
scheduled processors
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Scheduling, Scalability and Energy

e Energy becomes a major design constraint
e Dynamic Instruction scheduling in hardware consumes a
large part of the energy budget
e Statically scheduled processors are an energy-efficient
alternative to dynamically scheduled processors
e VLIW processors are high-performance statically
scheduled processors
e Resource scalability is necessary for both energy
and performance
o Clustered VLIW processors operate at an attractive
energy-performance point
¢ No global buses, only point-to-point communication
e Instruction scheduling done by the compiler
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Clustered VLIW

Statically scheduled
Scalable

Energy efficient
Inter-Cluster delay
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Clustered VLIW

Statically scheduled
Scalable

Energy efficient
Inter-Cluster delay

Relies on compiler
Explicit ILP

Cluster Cluster
0 1
Cluster Cluster
3 2
VILIW A

[Instrolinstr1]Instr2[Instr 3]
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Cluster Utilization

e Few of the clusters are
fully utilized Clusters
O 1 2 3
A=
B Busy [ | Free
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Cluster Utilization

e Few of the clusters are
fully utilized

e Slack in schedule

O 1 2 3
e Opportunity to save
energy without
performance impact :

B Busy [ | Free

Clusters

Instr
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Heterogeneous Clustered VLIW

e Each cluster operates at

cluser | Freq

- Freq | cluster
its own frequency 0
Freq | cluster

@ 3

Cluster | FTé€g

2 [
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Heterogeneous Clustered VLIW

e Each cluster operates at
. Freg [ ciuser Cluster | FT€q
its own frequency 0 1

e Exploit cluster
under-utilization

e Save energy by slowing Freq

N Cluster Cluger | Freq
down under-utilized 3 2
clusters
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The Problem of Energy Efficiency on
Clustered VLIW

e Cluster utilization varies

e Some clusters are fully utilized
e Others are running idle

e Per-cluster DVFS required for energy efficiency

e Hardware DVFS not applicable (breaks semantics)
o Effective compile-time DVFS required
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Outline

Problem Definition and Existing Solutions
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Problem Definition
e How to determine
“best” frequency for !
each cluster Freq
e "Best” freq. is the one

that leads to best
Delay/Energy/ED/ED?

e Determine frequencies Freq
during Instruction @

Scheduling
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Existing Solution [CGO’07] (Decoupled)

{fo. fo} |—=

{fo, f1} |—=

{fo, f2} |—=

{fr, fo} |—=

{f1,f1} |—=

{fi, 2} |—=

{f2, fo} |—=

{f2,f1} |—=

Frequeny Configurations

{f2, f2} |—=

slide 9 of 38 www.inf.ed.ac.uk



;“\“yﬂ‘c‘ THE UNIVERSITY o/ EDINBURGH
@ informatics

Existing Solution [CGO’07] (Decoupled)

ffo. fo} |—=\ 1. Freq. Configuration
{fo, f1} |—=

{fo, f2} %\

o} == ™ Estimate (Fx,Fy)
{fl!fl} —_— BeSt ——

{f,, f,} |—= ~] Configuration

{f2, fo} |—=

{f2,f1} |—=

Frequeny Configurations

{f2, f2} |—=
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Existing Solution [CGO’07] (Decoupled)

Frequeny Configurations

{fo,

fo}

{fo,

f1}

{fo,
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{f1,

fo}

{f1,

f1}

{f1,

f2}

{f2,

fo}

{f2,

f1}

{f2,

f2}

~—\1Freq. Configuration

Estimate
Best
Configuration

(Fx,Fy)
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Existing Solution [CGO’07] (Decoupled)

e Phase ordering problem

1.Freg. Configuration

2.Clustered+Scheduled
Code
Estimate g’ E i
FFy) |12 g
Best [V |igl B~
Configuration S g

@ Scheduling
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Existing Solution [CGO’07] (Decoupled)

Phase ordering problem

Estimation of Best freq. requires knowledge of
Performance and Energy

Performance and Energy measurement requires
schedule

Scheduling requires that the frequencies are set

1Freg. Conﬁgurationz.CIustered+ScheduIed

CTE

—

Estimate  |(Fx.Fy) |!
Best —
Configuration

Scheduling
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Outline

UCIFF
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UCIFF (unified)

e No cyclic dependency

Frequeny Configurations

{fo,

fo}

{fo,

f1}

{fo,

f2}

{f1,

fo}

{f1,

f1}

{f1,

f2}

{f2,

fo}

{f2,

f1}

{f2,

f2}

—_—

—_—

—_—

—_—

Freq. Configuration
+Cluster ed+Scheduled

UCIFF

Cluster assignment
I nstruction Scheduling
Frequency selection

Ctle

—

slide 11 of 38

www.inf.ed.ac.uk



:‘w”ﬂ‘c THE UNIVERSITY of EDINBURGH
| < . .
&y informatics

Full-Search Solution

e Brute-force: Try (schedule) all configurations
o After trying all find the best
e Obviously the slowest method
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Full-Search Solution

{fo, fo}
{fo, f1}
{fo, 2}
{f1, fo}
{f1, f1}
{f1, f2}
{f2, fo}
{f2, f1H
{f2, f2}

Frequency Configurations
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Full-Search Solution

{fo, foHrasmsvaansaanssa
{fo, fr HMAAAAAAAAAAAAA,
{fo, fo HMAAAAAAAAAAAAA,
{f1, fo I AAAAAAAAAAAAA,
{f1, fi M AAA~s~AAAAAnAn,
{f1, f2Hyvasmsvamansaansn
{f2, fo HAAAAAAAAAAAAA,
{f2, fi HMaAasAs~sssAaAAAnAs,

{f2, fo I AAAAAAAAAAAAA,

Frequency Configurations

Scheduled I nstr.

~~ Schedule
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Full-Search Solution

-
g {fo, fo }rrvaamamasasasaany %
E {fo, f1 M AAAAA~AAAAAAAA %
% {fo, f2} /u>J
qg gl, :Oi MAAAAAAAAAAAAAA/
1, f1 I rarsarmaasaasassasan
O Final Schedule
- {f1, fo vy AaAsAssssAAAAAAA
% {f2, fol v B [ {fo, fo}
S {f2, fi yvsaasssssaaann,
§ {f2, fa HAAAAAAAAAAAAA
v Scheduled Instr.
~~ Schedule B Best Freq Configuratior
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Theoretical Oracle Solution

e A-priori knowledge of the best frequency
configuration

e Schedules only the configuration which will
generate the best schedule

e Fastest but Non-implementable
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Theoretical Oracle Solution

Frequency Configurations

{fo, fo}
{fo, f1}
{fo, f2}
{f1, fo}
{f1, f1}
{f1, f2}
{f2, fo}
{f2, f1H
{f2, 2}
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Theoretical Oracle Solution

Frequency Configurations

Scheduled I nstr.
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Theoretical Oracle Solution

Final Schedule

{f2, fol s a B [ {fo, fo }

Frequency Configurations

Scheduled I nstr.

‘ ~~~ Schedule
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UCIFF

e Finds a good solution without resorting to

full-search
¢ Hill-Climbing over frequency configurations
o Partial schedules “STEP" scheduling cycles each
e At the end of each “STEP" it finds the best configuration

and schedules it along with its neighbors for the next
“STEP”
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UCIFF

{fo, fo}raann
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Frequency Configurations

STEP STEP STEP

ScheduledInstr.

~~ Active Partial Schedule
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UCIFF

{fo, fo}
{fo, f1}
{fo, 2}
{f1, fo}
{f1, f1}
{f1, f2}
{f2, fo}
{f2, fi}raaN
{f2, 2}~ nB

i

Z

1

Frequency Configurations

STEP STEP STEP  Scheduledinstr.

~~ Active Partial Schedule

B Best Freq Configuration
N Neighbor to B
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UCIFF

{fo, fo}parnx
{fo, f1}yvanrx
{fo, fa}pranx
{f1, fo}priax
{f1, fa}pranx
{f1, f2}
{f2, fo}prrrnx
{f2, f1}
{f2, f2}

Frequency Configurations

STEP STEP STEP  Scheduledinstr.

~~ Active Partial Schedule

® Kill Freg. Configuration .

B Best Freq Configuration
N Neighbor to B

> Active Set
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UCIFF

{fo, fo}1
{fo, f1 }
{fo, f2}1
{f1, fo}1
{f1, f1 4
{f1, f2 4
{f2, fo}
{f2, f1
{f2, f2}1

!

Frequency Configurations

STEP STEP STEP  Scheduledinstr.

~~ Active Partial Schedule B Best Freq Configuratiory
== | nactive Partial Schedule N Neighbor to B

® Kill Freg. Configuration S Active Set
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UCIFF

{fo, fo}1
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{fo, f2}1
{f1, fo}1
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Frequency Configurations

STEP STEP STEP  Scheduledinstr.

~~ Active Partial Schedule B Best Freq Configuratiory
== | nactive Partial Schedule N Neighbor to B

® Kill Freg. Configuration S Active Set
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UCIFF

{fo, f1}
{f1, fo}

{f1, f2}

Frequency Configurations

{fo, fo}
{fo, f2}

{f1, f1 }

Ugllll

{f2, fo}
{f2, f1 }
{f2, f2 1

!

All instructions
—— scheduled

=

STEP STEP STEP

ScheduledInstr.

~ Active Partial Schedule B
== | nactive Partial Schedule N Neighbor to B
®  Kill Freg. Conflguratlon 2 Active Set

Best Freq Configuration
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UCIFF

{fo, fo}
{fo 1}
{fo, 2}
{f1, fo}
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Frequency Configurations

STEP STEP STEP  Scheduledinstr.

~~ Active Partial Schedule B Best Freq Configuratiory
== | nactive Partial Schedule N Neighbor to B

® Kill Freg. Configuration S Active Set
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UCIFF

e Benefits of UCIFF hill-climbing:
e More accurate frequency selection than CGO'07 (no
phase-ordering problem)
e Not based on estimation of performance or energy
consumption, it measures the actual schedule.
e Less scheduling time than full-search
e Accuracy close to full-search
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Outline

Experimental Setup and Results
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Experimental Setup

e Compiler
e GCC-45.0
e Modified Haifa-Scheduler
e Energy model built into the scheduler
e Architecture
o |A64-based 4-cluster/4-issue VLIW 1-cycle inter-cluster
delay
e 4 possible frequencies. Fastest:Slowest = 7:4
e Benchmarks
e Mediabenchll Video Benchmark suite
e Compare

e Decoupled, Full-Search, Oracle, UCIFF
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Time Complexity Comparison

Normalized Scheduled Instructions

300 . . .
Cjpeg mm | |
250 diheg 0
h263enc mm e 5x faster than
200 h263dec =1 ]
mpeg2enc = Full-Search

150 mpeg2dec B
100 e 30X slower than

50 theoretical oracle

Full-Search UCIFF Oracle/Decoupled
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Delay Comparison

Normalized DELAY e Decoupled about

1.1 T T T
5% worse than
1.08
Oracle
1.06 e UCIFF almost
1.04 identical to Oracle
1.02 e Delay is biased
1 towards high

Decoupled UCIFF Oracle/Full-Search freq uencies
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ED? Comparison

Normalized ED2

2.2 | | | e Decoupled 1.6x
1.8 worse than oracle
16 e UCIFF within 5%
1.4 of Oracle
12 e ED? is hard to

1 estimate

Decoupled UCIFF Oracle/Full-Search
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Delay Estimation Accuracy

(DECOUPLED, DELAY)

100% - .
90% ' ' . T
80%
70%
60%
50%
40%
30%
20%
10%
0%

% of estimations within range

0% 5% 10% 25% 50%
Error Margin
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60% of
estimations are
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Delay Estimation Accuracy

(UCIFF, DELAY)

100% : :
90%
80%
70%
60%
50%
40%
30%
20%
10%
0%

|

-----J

% of estimations within range

0% 5% 10% 25% 50%
Error Margin
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estimations are
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UCIFF very close
to Oracle (90%)
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ED? Estimation Accuracy

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0%

% of estimations within margin

(DECOUPLED, ED2)

[T T T

cjpeg

djpeg
h263enc
h263dec
mpeg2enc
mpeg2dec

gaEnconm

0% 5% 10% 25% 50%
Error Margin
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ED? Estimation Accuracy

(UCIFF, ED2)

100% T T
90%
80%
70%
60%
50%
40%
30%
20%
10%

0%

e Decoupled is very
inaccurate 40% of
estimations within
25% of the Oracle

0% 5%  10%  25%  50% e UCIFF is at 95%

Error Margin within 25% of
Oracle

% of estimations within margin
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Conclusion

e Proposed UCIFF, a unified scheduling algorithm
that

o Performs cluster assignment
e Performs instruction scheduling
e Selects cluster frequencies

in a heterogeneous clustered VLIW

e UCIFF is more accurate and generates better
schedules than the current state-of-the-art

o UCIFF is faster than Full-Search while generating
code of equivalent quality
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Backup slides
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CGO'07 Estimations

Scheduling for heterogeneous (various freq.)
UCIFF Energy Model
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UCIFF Neighbors

UCIFF Algorithm
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CGO’07 Energy & Performance Estimation

e Performance Estimation:
@ Perform Scheduling on a homogeneous architecture
® Cycles = cycles of homogeneous multiplied by the
arithmetic mean of the clock periods of the heterogeneous
clusters: Time = cyclespom % (> Ta)/ NumOfClusters
e Energy Estimation (similar to UCIFF except:)
® Dynamic energy of cluster is equal to a fraction of that of
the homogeneous cluster, proportional to the ratio of the
cluster’s frequency to the average frequency:
Edyn,ins(C/) -
Edyn,ins_hom(Cl) % fei /[>° o (fr)/ NumOFfClusters]
@® Energy of interconnect is equal to that of the
homogeneous Egypjcc = Pice X NumICCSpomogeneous

Backup Slides
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Scheduling for clusters of various Freq.

e Scheduler's internal frequency is the lowest integer
common multiple of all possible frequencies of all
clusters ( Tscheq)

e Instruction latencies are specific to each cluster and
are a multiple of the original latencies:

Te1/ Tsched % Original _Latency

Homogeneous
Freq:f Freq:f

TC|OI ITcIl
! = ma n
] =4 =HiTsched!:

— Scheduling Slot
sm INstr. 1, [alency 1 ¢
J Instr. 2, latency 2 ¢

Instr. 3, latency I

! Backup Slides _
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DVE'S Region

o Scheduling regions are too small for DVFS (H/W
limitation)
e Possible solutions:
e Micro-Architecture: Push DVFS points into a FIFO queue
and take the average
e Softwarel: Sampling at a rate acceptable by H/W
e Software2: Get an average single DVFS point for the
whole program

Backup Slides
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UCIFF Energy Model

o Total Energy:

e E= chusters[ESf(C/) + Edyn(C/)]
e Static Energy:
o Ey(cl) = Pg X cyclesy x Ty
o st(C/) - Cst X Vcl
e Dynamic Energy:
° Edyn(C/) - Edyn,ins(C/) + Edyn,icc
Eayn,ins(cl) = >, [Pins(cl) x Latency(ins, cl)]
P,'ns(C/) = Cdyn X fC/ X Vc2/
Edyn,icc = Picc x NumlICCs
P icc — Cdyn X ffastest X Vfistest

Backup Slides
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UCIFF Neighbors

e The Configuration
{fnan foby fncs -- } is a
UCIFF neighbor of
{fs, fp, e, ...} if nx = x
for all x except one (say
y) such that
|ny — y| < NDistance.

Backup Slides
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/+ Unified Custer assignment Instr. Scheduling and Fast Frequency sel ection.
Inl: METRIC_TYPE that the schedul er should optinize for.

I n2: Schedul e STEP instructions before evaluating and getting the best.

I n3: STEPVAR: Decrenent STEP by STEPVAR upon each eval uati on.

I n4: NEI GHBORS: The nunber of neighbors per cluster.

Qut: Schedul ed Code and Best Frequency Configuration. =/

uci ff (METRIC_TYPE, STEP, STEPVAR, NEI GHBORS)

©ONOUI A WN R
—

Schedul e for STEP cycles and find the Best Freq Configuration (BFC)
10 do

11 if (BFC not set) [ If first run =/

12 NEI GHBORS_SET = al | frequency configurations

13 el se

14 NEI GHBORS_SET = nei ghbors of BFC /*up to NEI GHBORS per clusterx/

15 for FCONF in NEI GHBORS_SET

16 /+ Partially schedule the ready instructions of FCONF frequency
—configuration for STEP cycles, optinm zing METRI C TYPE */

17 SCORE = cluster_and_schedul e (METRI C_TYPE, STEP, FCONF)

18 Store the scheduler’s cal cul ated SCORE i nto SCORECARD [ FCONF]

19 Decrenent STEP by STEPVAR until 1. /* Variable steps (optional) x/

20 BFC = Best Freq Configuration of SCORECARD, clear SCORECARD

21 while there are unschedul ed instructions in active set

22 return BFC and schedul ed code of BFC

23 }

Backup Slides
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1 /* Inl:
2 I n2:
3 I n3:
4 Qut:
5 cluster_:
6 {

7 /* Re
8

METRI C_TYPE: The netric type that the scheduler will optinize for.
STEP: Num of instrs to schedule before switching to next freq. conf.
FCONF: The architecture’s current frequency configuration.
Schedul ed Code and netric value. */

and_schedul e (METRI C_TYPE, STEP, FCONF)

store ready list for this frequency configuration =/

READY_LI ST = READY_LI ST_ARRAY [ FCONF]

9 /* Re
10 CYCLE
11 Rest o
12 whi | e
13 up
14 so
15 wh
16
17
18
19
20
21
22
23
24
25
26
27 |
28 CY(
29 | *
30 if
31
32

store current cycle. CYCLE is the scheduler’s internal cycle. */
= LAST_CYCLE [ FCONF]
re the Reservation Table state that corresponds to FCONF
(instructions left to schedule & STEP > 0)
date READY_LIST with ready to issue at CYCLE, include deferred
rt READY_LI ST based on |ist-scheduling priorities
il e (READY_LI ST not enpty)
select INSN, the highest priority instruction fromthe READY_LI ST
create LI ST_OF_CLUSTERS[] that INSN can be schedul ed at on CYCLE
BEST_CLUSTER=best of LIST_OF_CLUSTERS[] by conparing for each cluster
«cal cul ate_heuri sti c( METRI C_TYPE, CLUSTER, FCONF, | NSN, | PCL[])
/* Try scheduling INSN on the best cluster */
it (INSN can be schedul ed on BEST_CLUSTER at CYCLE)
schedul e I NSN, occupy LATENCY[ FCONF] [ BEST_CLUSTER][I NSN] slots
| PCL [CLUSTER] ++ /=* count nunber of instructions per cluster */
renove | NSN from READY_LI ST
I+ |f failed to schedule INSN on best cluster, defer to next cycle x/
if (I'NSN unschedul ed)
renove | NSN from READY_LI ST and re-insert it at CYCLE + 1
No instructions left in ready list for CYCLE, then CYCLE ++ */
CLE ++
If we have schedul ed for STEP cycles, finalize and exit */
(CYCLE $>$ LAST_CYCLE[ FCONF] + STEP)
Updat e READY_LI ST_ARRAY[], LAST_CYCLE[] and Reservation Table
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1 /* Inl: METRIC_TYPE: The netric type that the scheduler will optinize for.

2 In2: CLUSTER The cluster that INSN will be tested on.

3 In3: FCONF: The architecture's current frequency configuration.

4 Ind: INSN: The instruction currently under consideration.

5 In5: IPCL: The Instruction count Per CLuster (for dyn energy).

6 Qut: netric value of METRIC_TYPE if INSN schedul ed on CLUSTER under FCONFx/
7 calculate_heuristic (METRIC_TYPE, CLUSTER FCONF, INSN, IPCL[])

8

9 START_CYCLE = earliest cycle INSN can be schedul ed at on CLUSTER
10 UCI FF_SC = START_CYCLE + LATENCY[ FCONF] [ CLUSTER] [ | NSN|

11 swi tch (METRI C_TYPE)

12 case ENERGY: return energy (CLUSTER, FCONF, UCIFF_SC, |PCL[])
13 case EDP: return edp (CLUSTER FCONF, UCIFF_SC, |PCL[])

14 case ED2: return ed2 (CLUSTER FCONF, UCIFF_SC, |PCL[])

15 case DELAY: return UC FF_SC

16 }
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